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Introduction: CEFR

CEFR can-dos:
I can speculate about causes, consequences and hypothetical situations. （B2: 
Writing)

https://www.englishprofile.org/the-cefr/cefr-for-teachers-learners

Words and phrases Grammar

Sentence

Passage



Introduction: CEFR-level estimation

Passage-based level estimation

Sentence-based level estimation

Text Inspector (Bax, 2012) CVLA (Uchida ＆ Negishi, 2018)



Why sentence level? (1)
Classroom reality
• Compared with paper, screens may also drain more of our mental 

resources while we are reading and make it a little harder to remember 
what we read when we are done. Whether they realize it or not, people 
often approach computers and tablets with a state of mind less 
conducive to learning than the one they bring to paper. And e-readers 
fail to re-create certain tactile experiences of reading on paper, the 
absence of which some find unsettling. (Authentic Reader, L1)

Many students understand the main idea of this passage, 
but some find this sentence particularly difficult.



Why sentence level? (2): 
Useful for Simplification tasks
• Sentence simplification (cf. Alva-Manchego, Scarton, & Specia 2020)

Lack of data that can be used for this kind of tasks
especially for educational purposes

http://nlpprogress.com/english/simplification.html



The purpose of this presentation

• To present necessity and challenges of sentence-based level 
annotation

• To show the overview of our dataset (under construction)

• To show the results of our preliminary experiment 



Challenges for sentence level annotation(1)

• Sentence level ≠ Vocabulary level

【Grammar】

• The man closed the door.  vs The door was closed by the man.

→Consist of mostly the same words but the sentence with 
passive voice is more advanced.

【Idiom】

• Don’t shoot the messenger. 

→ Words are easy but the meaning is idiomatic.



Challenges for sentence level annotation(2)

【Vocabulary and grammar and CEFR levels】

English Profile (Harrison, J & Barker (Eds.), 2015)

CEFR-J project (Negishi & Tono, 2014)

It is not simply a combination of the two to determine the sentence level,
as topic and other factors are also involved.



Requirements for sentence level annotation

• Sentences should be stand-alone

These are called constructed languages also known as Oral Sects. 

Sentences with referential expressions are not suitable

Sentences that require external knowledge are not suitable



Our approach: Data collection (1)
• Sources

Newsela-auto (Jiang et al., 2020)

Wiki-auto (ibid.)

SCoRE (Sentence Corpus of Remedial English) (Chujo, Oghigian, & Akasegawa, 2015)

20,000 sentences in total (currently 5,000)

• Length

5~30 words

• Sampling

The first sentences of each paragraph (the first paragraph was not used from Wiki)

• Filtering

Deleted sentences with punctuation marks such as “, [, (

Sentences with referential expressions are not suitable

CEFR-based Sentence Level Annotation Dataset



Our approach: Data collection (2)

• Filtering using named-entity tags

Using Stanza (https://stanfordnlp.github.io/stanza/); 

Included expressions with that are marked as DATE, TIME, PERCENT, 
MONEY, QUANTITY, ORDINAL, CARDINAL

Included proper names that are in our whitelist (e.g. Japan, Japanese, 
English, American, Africa, Tokyo, John, Paul)

Sentences with other entity labels are excluded (EVENT, PERSON, ORG, 
WORK_OF_ART etc.)

Sentences that require external knowledge are not suitable

CEFR-based Sentence Level Annotation Dataset

https://stanfordnlp.github.io/stanza/


Our approach: Annotation procedure

• 6 levels based on CEFR levels with 
sample sentences

• Japanese grade scale and the CEFR 
correspondence with English tests 
are provided for reference.

• Conducted some trial annotations to 
select two annotators with sufficient 
experiences in language education 

ID Sentence CEFR
1 I want to see the cherry blossoms . A1

2 You can sit with us . A1

3 All of the children ate ice cream under the hot sun . A1

4 If I were a king , I 'd make peace . A2

5 I know you would like me to visit , but we ca n't afford the airfare this year . A2

6 The move is part of a large change in education . A2



Overview of our dataset (1)
Sentence A B

At some point the temple was forgotten and overgrown by jungle. B1 A2
She and Dold say training for shows keeps captive whales and 
dolphins mentally and physically healthy. B1 A1
Janet keeps her sewing room cluttered. A2 A2
After an international uproar, and facing a suit by preservationists, a 
developer who planned a condo on the site sold the property to the 
state for $27 million. C1 C1
Western isn't the first university to use college students to help 
younger kids. A2 A2
The concept forces all sides in a disagreement to communicate and 
understand one other instead of resorting to violence. B1 B1
In February 1982, two television antennas were added to the tower. A2 A2
This study only looked at 42 people, a relatively small sample. A2 A2
There were mice scratching in the walls. A1 A1
Her daughter wants to become a personal trainer. A1 A1
The province is divided into 6 districts and 12 municipalities. A2 A2



Overview of our dataset (2)

B

1(A1) 2(A2) 3(B1) 4(B2) 5(C1) 6(C2)Total

A

1(A1) 93 169 29 2 293

2(A2) 23 419 312 31 2 787

3(B1) 8 403 1236 320 9 1976

4(B2) 1 50 652 610 74 1387

5(C1) 2 65 264 115 5 451

6(C2) 2 40 59 5 106

Total 125 1043 2296 1267 259 10 5000

Diff Count Cumulative ratio

0 2478 0.50

1 2281 0.95

2 232 0.99

3 9 1

r=0.68 #In the following analyses, sentences with more than 1 level difference between 
annotators are excluded. Those with one point difference will be treated as upper 
class (e.g. If the annotations are A1 and A2, then this sentence is treated as A2).   



Overview of our dataset (3)

Level # of examples Length (# of words)
Dependecy distance 
(average)

Depth of constituency 
tree (average)

1 (A1) 93 8.0 2.4 6.5

2 (A2) 611 9.9 2.5 7.6

3 (B1) 1951 14.5 2.8 9.3

4 (B2) 1582 17.8 3.0 10.2

5 (C1) 453 18.8 3.0 10.6

6 (C2) 69 18.2 3.0 10.2



Overview of our dataset (4)

A1 A2 B1 B2 C1 C2

A1 78.4% 15.9% 3.8% 1.9% 0.0% 0.0%

A2 65.9% 21.0% 10.2% 2.4% 0.5% 0.0%

B1 52.0% 23.7% 17.0% 6.3% 0.5% 0.5%

B2 40.0% 24.2% 23.0% 9.9% 1.4% 1.6%

C1 35.6% 23.4% 24.3% 12.5% 1.9% 2.2%

C2 31.4% 25.7% 29.3% 8.9% 2.7% 1.9%

CEFR-J wordlist and EVP (for C1 and C2 levels)
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Preliminary experiment

• Training data: 5,000 sentences

• Test data: 120 sentences with accurate annotation

• Model: BERT-base

• Task: 6 class classification



Results
A1 A2 B1 B2 C1 C2 Total Recall

A1 4 9 1 14 28.6%

A2 1 8 16 1 26 30.8%

B1 3 23 8 1 35 65.7%

B2 2 10 14 26 53.8%

C1 1 9 3 13 23.1%

C2 1 5 6 83.3%

Total 5 22 51 33 4 5 120

Precision 80.0% 36.4% 45.1% 42.4% 75.0% 0.0%

Precision (±1) 100.0% 90.9% 96.1% 93.9% 75.0% 0.0%

Accuracy: 47.5% (57/120)
Accuracy (±1): 94.2% (113/120)

# (±1): cases when diff±1 are treated as correct

The estimations are not significantly out of line. 
However, it is a challenge to distinguish neighboring levels.

A1~B1 tend to be higher

B2-C2 tend to be lower

A
n

n
o
ta

ti
o
n

Prediction



Summary

• CEFR-based Sentence Level Annotation Dataset

-> 20,000 sentences with CEFR levels (currently 5,000).

->Stand-alone sentences are selected.

->Annotated by two experienced language educators.

• Preliminary experiments reveals:

->BERT-base model is good at “rough” estimation.

->However, it is not good at distinguishing neighboring levels.

• The updated version (20,000 sentences)

-> Will be released in the near future.
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Thank you very much for your attention!

https://textinspector.com/

