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Introduction

I NLP so far plays no role in
I real-life Foreign Language Teaching and Learning (FLTL)
I or Second Language Acquisition (SLA) research.

I Are there actual needs for automatic language analysis in
real-life FLTL practice or SLA research?

I students in schools increasingly heterogeneous, requiring
more individually adapted materials and interaction

I life-long learning increasingly important
I distance education requires more support for individual

assessment and feedback, especially
I when scaling up (e.g., MOOCs)
I to support more open, functional tasks

I large scale learner corpora are becoming available for SLA

⇒ NLP can play an important role addressing real needs
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Introduction

NLP can address needs by supporting the analysis of

I. learner language to
I analyze learner capabilities
I provide interactive feedback
I support interaction

II. native language to
I search, modify, or enhance language input for learners
I create exercise materials

that are adapted to individual learner needs

We here focus on analyzing written language; additional issues are
involved in spoken language interaction and pronunciation training.
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Why analyze learner language?

Intelligent Tutoring Systems (ITS)

I online analysis of learner language aimed at
supporting language acquisition

I provide immediate, individualized scaffolding feedback:
I meta-linguistic feedback in form-focused activities
I incidental Focus-on-Form in meaning-based activities
I feedback on meaning (essential for functional tasks, TBLT)

I determine progression through pedagogical material and
suport interaction with system

⇒ Example: interactive feedback in TAGARELA
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Why analyze learner language?

Learner Corpora

I offline analysis of learner language

I support effective search and analysis of annotated data
I to provide insights into typical learner needs in FLT
I to provide empirical evidence for SLA research, e.g.,

I identify developmental sequences and task effects,
I linguistic correlates of CEFR proficiency levels, or
I native language transfer

I gold-standard training & testing data for development of
NLP for learner language
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Why analyze learner language?

Language Testing

I support assessment of learner competence
I automate (some) grading
I support more efficient grading by grouping learner answers

I draw valid inferences about a learner’s state of knowledge
I also central (but little discussed) for Tutoring Systems

Writer’s aid tools

I provide feedback aimed at producing text
I identify and correct errors in orthography, grammar, usage
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Why analyze native language for learners?

Input Tailoring and Input Enrichment

I identify authentic materials appropriate in readability, and
I richly representing language forms targeted by curriculum
I tailored to the needs in the learner’s developmental path

⇒ Example: linguistically-aware search engine FLAIR

Input Enhancement

I Enhanced presentation of materials, adapted to learner
I visual input enhancement supporting noticing
I generation of annotations (e.g., vocabulary)

I Generation of exercises

⇒ Example: Input enhancement system VIEW
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Multidisciplinary collaboration is required

I For NLP to address real-life needs, it must connect to
I Second Language Acquisition (SLA) research

I tasks, instructional interventions, relevance of input/output,
interaction, meaning, focus-on-form, developmental seq.

I Foreign Language Teaching and Learning (FLTL)
I address teacher needs, while keeping them in charge

I Cognitive Psychology
I attention, memory, learning, motivation, lab studies

I Empirical Educational Science
I intervention studies, real-life evaluation, multi-level modeling
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Interactive learning environments

I The time a student can spend with an instructor typically
is very limited, limiting individual interaction and feedback.

I Individual support is increasingly essential given
I more heterogeneous classes due to falling numbers and

more children with migration background and other needs
I informal learning environments and lifelong learning

I Intelligent tutoring systems support learners in
I incrementally completing tasks with individual feedback
I selecting learning materials driven by individual needs
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An opportunity for CALL

I Good opportunity for developing CALL tools to
I support acquisition of forms
I practice language production with individual feedback
I practice receptive skills (difficult to do in class)
I raise linguistic awareness in general

I But existing systems typically
I offer limited exercise types such as decontextualized

vocabulary practice, multiple choice, point&click, form filling
I with feedback limited to true/false or letter-by-letter

matching of the learner response with pre-stored answers
I Example Site: “Spanish Grammar Exercises”
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Making CALL tools aware of language

I String matching as the traditional technique used to
automatically analyze learner answers is effective when

I correct answers and potential errors are predictable and
listable→ little well-formed or ill-formed variation

I listable answers correspond to intended feedback

I Computational linguistic analysis must be added when
I all possible correct and incorrect answers are not

(conveniently) listable for a given activity
I individualized feedback is desired which requires more

linguistic characteristics of the learner language
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An example ILTS: TAGARELA

I A concrete example for an Intelligent Tutoring System:

TAGARELA: Teaching Aid for Grammatical Awareness,
Recognition and Enhancement of Linguistic Abilities

I intelligent web-based workbook complementing instruction
I targeting beginning learners of Portuguese
I designed to satisfy real-life FLT needs:

I regular classroom instruction at OSU
I individualized instruction at OSU
I long-distance courses at UMass

I Focus: learner language interpretation, learner modeling,
system interface design, NLP architecture, and how the
system satisfies real-life needs in current FLT approaches
(Amaral & Meurers 2006, 2008, 2009; Amaral, Meurers & Ziai 2011)
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Activity types

I SLA research emphasizes the need for activities to involve
both meaning and form.

I TAGARELA offers six types of activities:
I listening comprehension
I reading comprehension
I picture description
I fill-in-the-blank
I rephrasing
I vocabulary

= similar to traditional workbook exercises, plus audio
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Nature of the feedback

I Which forms of feedback are most successful in fostering
awareness of forms and categories?

I Some results from SLA studies on feedback carry over to
human-computer interaction and CMC:

I recasts are as effective in a dialogue system for learning
English question formation (Petersen 2010)

I recasts in synchronous CMC (Sachs & Suh 2007)
I recasts and meta-linguistic feedback in dialogue system

for maptask and appointment scheduling (Wilske 2015)
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Nature of the feedback in TAGARELA

I TAGARELA provides on-the-spot feedback on
I orthographic errors (non-word errors, spacing,

capitalization, punctuation)
I syntactic errors (nominal and verbal agreement)
I semantic errors (missing or extra concepts, word choice)

I Nature of feedback realized for university students:
I meta-linguistic feedback in form-focused activities
I incidental focus-on-form in meaning-based activities
I feedback on meaning prioritized over feedback on form
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Feedback on Agreement
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Feedback on Word Choice
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Feedback on Wrong Lexical Content
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Feedback on Missing Verb

26 / 69

NLP addressing
Language Learning

Needs
Detmar Meurers

Introduction
Analyzing learner language

Analyzing native language

Multidisciplinarity required

Interactive learning
From CALL to ICALL

TAGARELA

Activity types

Feedback

System Architecture

Range of activity types

Content Assessment

Current projects

Adaptive materials
Readability ranking the web

FLAIR search engine

Input Enhancement

Example enhancement

Current research

Conclusion

LEAD
Graduate School

General Architecture of TAGARELA

Expert Module

Linguistic Analysis
sub-modules

Strategic Analysis
sub-modules

• task strategies

• task appropriateness

• transfer
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Feedback

Generation
• Form Analysis:

• tokenizer
• spell-checker
• lexical look-up
• disambiguator
• parser

• Content Analysis:
• difflib
• correct answer
• token matcher
• canonic matcher
• pos matcher

Web Interface
Student Input Feedback Message

27 / 69

NLP addressing
Language Learning

Needs
Detmar Meurers

Introduction
Analyzing learner language

Analyzing native language

Multidisciplinarity required

Interactive learning
From CALL to ICALL

TAGARELA

Activity types

Feedback

System Architecture

Range of activity types

Content Assessment

Current projects

Adaptive materials
Readability ranking the web

FLAIR search engine

Input Enhancement

Example enhancement

Current research

Conclusion

LEAD
Graduate School

NLP analysis modules in TAGARELA

I Form Analysis:
I tokenizer: takes into account specifics of Portuguese

(cliticization, contractions, abbreviations)
I lexical/morphological lookup: returns multiple analyses

based on CURUPIRA lexicon (Martins et al. 2006)
I disambiguator: finite state disambiguation rules narrow

down lexical information, in the spirit of Constraint
Grammar (Karlsson et al. 1995; Bick 2000, 2004)

I parser: bottom-up chart parser establishes relations to
check agreement, case and global well-formedness

I Content Analysis:
I shallow semantic matching strategies between learner

answer and target answer (Bailey & Meurers 2006, 2008)
I since 2009 topic of CoMiC project (http://purl.org/icall/comic)
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Adding learner and activity models

I The TAGARELA architecture includes
I model of domain knowledge (linguistic knowledge)
I learner model
I instruction/activity model

I What is the point of learner and activity models?

⇒ Providing feedback involves
I identifying properties of the learner production and
I interpreting them in terms of likely (mis)conceptions of a

specfific learner trying to complete a particular activity
I This interpretation goes beyond linguistic form as such.
I It needs to model the learner’s use of language for a

specific task in a specific context (Amaral & Meurers 2008).
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How to plug it all together?

I Allow the analysis manager to flexibly employ NLP
modules relevant to a particular activity.

I Flexible control also relevant from NLP perspective, to
support interleaving of contributions from modules, e.g.:

I part-of-speech ambiguity in Portuguese: a can be a
I preposition (to)
I pronoun (her, clitic direct object)
I article (the, feminine singular)
I abbreviation (association, alcoholic, etc.)

I tokenization can resolve some part-of-speech ambiguities:
I da = de + a (article)
I vê-la = ver + a (clitic pronoun)
I à = a (preposition) + a (article)
I A.A.A. = Associação dos Alcólicos Anônimos

→ TAGARELA tokenizer annotates some part-of-speech
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Annotation-based processing

I For a flexible control structure, data structures serving as
input/output of analyses need to be uniform and explicit.

I NLP analysis = enriching learner data with annotations
I parallel to XML-based corpus annotation

I UIMA-based version of TAGARELA (Amaral et al. 2011)
I Unstructured Information Management Architecture

I In addition to information obtained by analyzing learner
production, integrate information on activity and learner.
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Learner language analysis is task dependent

I In TAGARELA, different activity types require different
information to interpret learner production:

I FIB: spell-checking, lexical information
I Rephrasing: as above + syntactic processing and basic

token matcher for content assessment
I Reading: as above + all content analysis modules

I Why not always run everything?
I “Don’t guess what you know.’

I here: use what we know from task specification
I The more we know the linguistic properties, the types of

variation, and the potential errors the NLP needs to detect
I the more specific information we can diagnose
I with higher reliability
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Analysis is task dependent in general

I How would you analyze the following sentences from the
Hiroshima English Learners’ Corpus (Miura 1998)?

(1) I didn’t know
(2) I don’t know his lives.
(3) I know where he lives.

They are taken from a translation task, for the Japanese of

(4) I don’t know where he lives.

⇒ To reliably interpret learner language in ITS and learner
corpus research, we should more seriously consider

I the particular task and
I the learner characteristics.
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NLP performance confirms needs

I The best approach to grammatical error correction only
reaches 39.7% precision, 30.1% recall (Ng et al. 2014)

I Inter-annotator agreement for error annotation of learner
corpora is only starting to be reported (Rosen et al. 2014).

I By adding explicit
I task design (Amaral & Meurers 2011; Quixal & Meurers 2016)
I learner modeling (Michaud et al. 2001; Amaral & Meurers 2008)

we can constrain the well-formed and ill-formed variation
enough to obtain effective analysis of learner language.
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Range of activity types

Tightly Restricted Responses Loosely Restricted Responses

Decontextualized 

grammar fill-in-

the-blanks

Short-answer reading 

comprehension 

questions

Essays on 

individualized 

topics

The Middle Ground

Viable Processing Ground

In the middle ground, there is a range of attractive activity
types (reading/listening comprehension, information gap, . . . ):

I a good fit with current task-based or communicative
instruction settings

I effective analysis possible given predictable variability of
learner responses (Quixal 2012; Quixal & Meurers 2016)

I but sophisticated meaning assessment required
⇒ CoMiC project: http://purl.org/icall/comic
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Evaluating meaning for reading comprehension
An example from CREE (Bailey & Meurers 2008)

Q: What are the methods of propaganda mentioned in the article?

T: The methods include use of labels, visual images, and beautiful or
famous people promoting the idea or product. Also used is linking
the product to concepts that are admired or desired and to create the
impression that everyone supports the product or idea.

Sample Learner Responses:

(5) A number of methods of propaganda are used in the media.

(6) Bositive or negative labels.

(7) Giving positive or negative labels. Using visual images. Having
a beautiful or famous person to promote. Creating the
impression that everyone supports the product or idea.
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CREG Example
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General CoMiC Approach
(Bailey & Meurers 2008; Meurers, Ziai, Ott & Bailey 2011a)

The overall approach has three phases:

1. Annotation uses NLP to enrich the student and target
answers, as well as the question text, with linguistic
information on different levels and types of abstraction.

2. Alignment maps elements of the learner answer to
elements of the target response using annotation.

I Global alignment solution computed by Traditional
Marriage Algorithm (Gale & Shapley 1962)

3. Classification analyzes the possible alignments and
labels the learner response with a binary content
assessment and a detailed diagnosis code.
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Types of alignment

Alignment can involve different types of representation:

Alignment Type Example Match
Token-identical advertising

advertising
Lemma-resolved advertisement

advertising
Spelling-resolved campaing

campaign
Reference-resolved Clinton

he
Semantic similarity-resolved initial

beginning
Specialized expressions May 24, 2007

5/24/2007
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Levels of alignment

Alignment can take place at different levels of representation:

Level Example Alignment
Tokens The explanation is simple. explanation

The reason is simple. reason
Chunks A brown dog sat in a nice car. a brown dog

A nice dog sat in a car. a nice dog
Depen- He knows the doctor. obj(knows, doctor)
dency John knows him. obj(knows, him)
triples
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NLP tools used

Annotation Task Language Processing Tool
Sentence Detection, EN: MontyLingua (Liu 2004)
Tokenization, DE: OpenNLP
Lemmatization EN: PC-KIMMO (Antworth 1993)

DE: TreeTagger (Schmid 1994)
Spell Checking Edit distance (Levenshtein 1966),

SCOWL word list (Atkinson 2004)
igerman98 word list

Part-of-speech Tagging TreeTagger (Schmid 1994)
Noun Phrase Chunking CASS (Abney 1996)
Lexical Relations WordNet (Miller 1995)

GermaNet (Hamp & Feldweg 1997)
Similarity Scores PMI-IR (Turney 2001; Mihalcea et al. 2006)

Dependency Relations Stanford Parser (Klein & Manning 2003)

MaltParser (Nivre et al. 2007)
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Classification
Features

I Content Assessment is based on 13 features:
% of Overlapping Matches:

I keyword (head)
I target/learner token
I target/learner chunk
I target/learner triple

Nature of Matches:
I % token matches
I % lemma matches
I % synonym matches
I % similarity matches
I % sem. type matches
I match variety

I We combined the evidence with memory-based learning
(TiMBL, Daelemans et al. 2007)

I Trained seven classifiers using different distance metrics,
overall outcome obtained through majority voting.
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Meaning Assessment: Some results

I English CREE corpus: 88% accuracy of CoMiC-EN system
(binary assessment, Bailey & Meurers 2008)

I Competitive with ETS automatic scoring of native speaker
short answers by C-Rater (Leacock & Chodorow 2003)

I Alternative techniques in essay grading systems (e.g.,
E-Rater, Burstein et al. 2003; AutoTutor, Graesser et al. 1999) do
not generalize well to short responses of 1–2 sentences.

I For German, we developed two systems
I CoMiC-DE (Meurers, Ziai, Ott & Kopp 2011b)
I CoSeC-DE (Hahn & Meurers 2012)

achieving 84.6%–86.3% acccuracy on CREG corpus.

I Integration of more context information (text, question)
further improves the analysis (Ziai & Meurers 2014).
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Current projects

I Linguistic form and meaning in a CL analysis of learner
language. On the integration of morpho-syntactic and
semantic analysis (DFG project 2014–2019)

I Develop NLP approach capable of interleaving bottom-up
information from string with top-down information from task

I Extend analysis of form errors (Ng et al. 2013)

I Developing an interactive workbook for English foreign
language teaching: Integrating state-of-the-art form and
meaning assessment from CL into a current workbook for
the Gymnasium (DFG project 2016–2019)

I Develop broader range of activity types integrating
state-of-the-art content-assessment

I Support and evaluate real-life use in secondary school
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Teaching materials
What is offered as input to learners and how is it presented?

I Teaching materials are developed based on the contents
to be communicated.

I The complexity of the language used to express the
contents so far has received only little attention.

I Common Core State Standards in the US raises the
question of incremental textual sophistication and targets.

I In Germany, related needs are starting to be recognized:
I “Hinführung zu Bildungssprache”

[Progression towards academic language]
I How can teaching materials be selected or adapted to

learner populations (age, ability, migration backgr., . . . )?
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Teaching materials: What can be done?

I Identify texts at level of complexity adapted to individual
needs based on multi-faceted analysis of complexity

I English (Vajjala & Meurers 2012, 2013, 2014a,b,c)
I French (François & Fairon 2012; Todirascu, François, Gala,

Fairon, Ligozat & Bernhard 2013; François & Bernhard 2014)
I German (Hancke, Meurers & Vajjala 2012)

I Linguistically-aware search engine
(Ott & Meurers 2010; Chinkina & Meurers 2016)

I search for authentic texts at the right level of complexity
I richly representing language forms targeted by curriculum
I tailored to the needs in the learner’s developmental path

I Input Enhancement of texts (Meurers et al. 2010)
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Readability-ranking the web
(Vajjala & Meurers 2013)

I Are state-of-the-art readability models actually useful for
classifying texts as found on the web?

I Can we re-rank search results based on reading levels?

I Implementation details:
I feature set inspired by SLA measures
I WEKA linear regression, since we want output on a scale
I trained model on 5-level WeeBit corpus

I We applied the readability model to search results
obtained through BING search API.

I took 50 search queries from a public query log
I computed reading levels for Top-100 results
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Results: Reading levels of top search results
Vajjala & Meurers (2013)

Result Rank: 1 2 3 4 5 6 7 8 9 10 Avg.
Top100

Query:
copyright copy law 1.8 4.6 1.4 2.7 4.6 6.2 2.7 1.1 3.9 5.6 4.6
halley comet 1.7 4.5 4.5 4.2 2.4 4.1 4.9 3.6 4.2 3.6 4.0
europe union politics 3.6 4.9 6.3 4.0 2.2 4.5 1.5 1.6 4.9 6.3 4.3
shakespeare 2.4 2.9 4.2 4.7 4.7 3.9 1.5 2.1 2.6 4.0 3.6
euclidean geometry 3.9 4.7 4.7 4.3 4.5 4.6 4.0 4.1 3.5 2.6 3.2
. . .

I Results:

I avg. reading level of search results high (5 = GCSE)
I full range of reading levels among most relevant results

returned by search engine

I Re-ranking of search results potentially useful in real life
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Supporting material retrieval: FLAIR
(Chinkina & Meurers 2016)

I Form-focused Linguistically Aware Information Retrieval

I identifies the 87 grammar topics spelled out in complete
official English curriculum of schools (Baden-Württem.)

I designed to support teachers in identifying texts that
provide the forms targeted by the curriculum

I reranks search results based on the selected
(de)prioritization of grammatical forms

I interactively visualizes results, supporting inspection of
distribution of targeted forms

I accessible at http://purl.org/icall/flair

49 / 69

NLP addressing
Language Learning

Needs
Detmar Meurers

Introduction
Analyzing learner language

Analyzing native language

Multidisciplinarity required

Interactive learning
From CALL to ICALL

TAGARELA

Activity types

Feedback

System Architecture

Range of activity types

Content Assessment

Current projects

Adaptive materials
Readability ranking the web

FLAIR search engine

Input Enhancement

Example enhancement

Current research

Conclusion

LEAD
Graduate School

FLAIR Interface
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FLAIR Interactive Visualization of Results
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FLAIR
Exploring the distribution of constructions in web search results

I distribution of grammatical
construction across top 55
results for the query “2016
US presidential elections”

I variability shown by heat
map confirms: reranking
can enrich representation of
many forms in curriculum

I also supports retrieving
documents showcasing
contrasts: adj vs. adv,
present vs. past simple, etc.
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Input Enhancement

I Second language learners benefit from or may require a
so-called focus on form to overcome incomplete or
incorrect knowledge (Long 1991; Lightbown 1998).

I Focus on Form: “an occasional shift of attention to
linguistic code features” (Long & Robinson 1998, p. 23).

I Strategies highlighting the salience of language forms and
categories are referred to as input enhancement
(Sharwood Smith 1993).

⇒ Automatic input enhancement for language learners
I WERTi v1 (Amaral/Meurers/Metcalf, CALICO & EUROCALL 06)
I WERTi/VIEW: Firefox Add-on + UIMA-based NLP server

(Meurers et al. 2010)
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WERTi system
Working with English Real Text interactively

I Provide learners of English with input enhancement
for any web pages they are interested in.

→ good for learner motivation:
I learners can choose material based on their interests
I includes news, up-to-date information, hip stuff
I pages remain fully contextualized (video, audio, links)

→ wide range of potential learning contexts:
I can supplement regular classroom instruction
I can support voluntary, self-motivated pursuit of

knowledge, i.e., lifelong learning.
I can foster implicit learning, e.g., for adult immigrants:

I already functionally living in second language environment,
but stagnating in acquisition

I without access/motivation to engage in explicit learning,
but browsing the web for information and entertainment
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What language properties should we enhance?

I A wide range of linguistic features can be relevant for
awareness, incl. morphological, syntactic, semantic, and
pragmatic information (Schmidt 1995).

I We focus on enhancing language patterns which are
well-established difficulties for ESL learners:

I determiner and preposition usage
I use of gerunds vs. to-infinitives
I wh-question formation
I phrasal verbs

NLP identifying other patterns can easily be integrated as
part of a flexible NLP architecture.
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How should the targeted forms be enhanced?

I WERTi currently offers three types of input enhancement:
a) color highlighting of the pattern or selected parts thereof
b) pages supporting clicking, with automatic color feedback

I automatic feedback compares automatic annotation of
clicked on form with targeted form

c) pages supporting practice (e.g., fill-in-the-blank), with
automatic color feedback

I automatic feedback compares form entered by learner with
form in original text

I This follows standard pedagogical practice (“PPP”):
a) receptive presentation
b) presentation supporting limited interaction
c) controlled practice
d) (free production)
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Prepositions: Presentation (Color)

Source: http://news.bbc.co.uk/2/hi/5277090.stm
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Prepositions: Practice (FIB)

Source: http://news.bbc.co.uk/2/hi/5277090.stm
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Prepositions: Presentation + Interaction (Click)

Source: http://www.guardian.co.uk/environment/green-living-blog/2009/oct/29/car-free-cities-neighbourhoods 59 / 69
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Prepositions: Presentation + Interaction (Click)

Source: http://www.guardian.co.uk/environment/green-living-blog/2009/oct/29/car-free-cities-neighbourhoods 60 / 69
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Phrasal verbs: Presentation (Color)
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Phrasal verbs: Practice (Fill-in-the-blank)
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Gerunds vs. infinitives: Practice (FIB)

Source: http://www.guardian.co.uk/education/2009/oct/14/30000-miss-university-place
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Wh-questions: Presentation + Interaction (Click)

Source: http://simple.wikipedia.org/wiki/Illegal drugs
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Wh-questions: Presentation + Interaction (Click)

Source: http://simple.wikipedia.org/wiki/Illegal drugs

65 / 69

NLP addressing
Language Learning

Needs
Detmar Meurers

Introduction
Analyzing learner language

Analyzing native language

Multidisciplinarity required

Interactive learning
From CALL to ICALL

TAGARELA

Activity types

Feedback

System Architecture

Range of activity types

Content Assessment

Current projects

Adaptive materials
Readability ranking the web

FLAIR search engine

Input Enhancement

Example enhancement

Current research

Conclusion

LEAD
Graduate School

Relation to Data-Driven Learning

I One can view automatic Input Enhancement as an
enrichment of Data-Driven Learning (DDL).

I DDL is an “attempt to cut out the middleman [the teacher]
as far as possible and to give the learner direct access to
the data” (Boulton 2009, p. 82, citing Tim Johns)

I VIEW:
I learner is in control of the data
I but NLP uses ‘teacher knowledge’ about relevant

properties to make those more prominent to the learner
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Some Research Questions & Current Research

I For which language patterns is input enhanced effective?
I Which instances or aspects of their context in a given text?
I Using which type of input enhancement?

I Which aspects of the interaction should be tracked
I for learners? (e.g., Open Learner Models)
I for teachers? (e.g., satisfy grading needs)
I for researchers? (e.g., observe incremental learning,

complementing pre-/posttest design of study)

I Empirical studies needed to properly explore such issues
I Simón Ruiz PhD project in LEAD investigates the

effectiveness of input enhancement of phrasal verbs
I A pilot study on article selection with Nicole Ziegler, Jose

Luis Moreno, Wenjing Li, Simon Ruiz, Maria Chinkina,
Sarah Grey, Detmar Meurers, and Patrick Rebuschat
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Observe learning as it happens
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Conclusion
I There is a wide range of opportunities for NLP supporting

interactive learning environments and adapted materials.

I Interactive workbooks such as TAGARELA can provide
immediate learner feedback on form and meaning.

I wide range of exercise types possible using sophisticated
short-answer meaning assessment→ usable in real life

I Input material for the learner can be selected based on
readability, curricular, and learner needs (FLAIR)

I Input enhancement tools such as WERTi/VIEW support
adaptation and presentation of authentic learning material.

I Empirical studies (including tracking, pre-/posttest design)
needed to validate approaches and feed back into SLA

I Interface to SLA and FLTL important
I Special Issue of Language Learning to appear in 2017 targets

“Language learning research at the intersection of experimental,
corpus-based and computational methods”
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